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a b s t r a c t

High performance liquid chromatography (HPLC) was identified green tea’s quality level by measurement
of catechins and caffeine content. Four grades of roast green teas were attempted in this work. Five main
catechins ((−)-epigallocatechin gallate (EGCG), (−)-epigallocatechin (EGC), (−)-epicatechin gallate (ECG),
(−)-epicatechin (EC), and (+)-catechin (C)) and caffeine contents were measured simultaneously by HPLC.
As a new chemical pattern recognition, support vector classification (SVC) was applied to develop identi-
eywords:
igh performance liquid chromatography

HPLC)
reen tea
uality level

fication model. Some parameters including regularization parameter (R) and kernel parameter (K) were
optimized by the cross-validation. The optimal SVC model was achieved with R = 20 and K = 2. Identifi-
cation rates were 95% in the training set and 90% in the prediction set, respectively. Finally, compared
with other pattern recognition approaches, SVC algorithm shows its excellent performance in identifi-
cation results. Overall results show that it is feasible to identify green tea’s quality level according to
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. Introduction

Green tea (Camellia sinensis (L.)) is one of the most popu-
ar beverages across the world, which is of great interest due
o its beneficial medicinal properties [1]. There is increasing
vidence that specific substances found in the tea leaves can
nhance general health. Recent research suggests that some com-
ounds including caffeine and catechins found in tea leaves
ay play an important role to prevent cardiovascular disease

2], chronic gastritis [3,4] and some cancers [5,6]. There are
any catechins in green tea leaves, and principal catechins exist-

ng in green tea leaves are (−)-epigallocatechin gallate (EGCG),
−)-epigallocatechin (EGC), (−)-epicatechin gallate (ECG), (−)-
picatechin (EC), and (+)-catechin (C). The chemical structures of
ve catechins are shown in Fig. 1. As shown in their chemical
tructures, these catechins exhibit high antioxidation level. With
he increasing consumption of tea, quality control of tea becomes

ore and more important nowadays, for example, many national

nd international authorities are setting criteria for quality index.
he most important chemical constituents that influence the taste
nd flavor of tea infusions are polyphenols, flavonols, caffeine, sug-
rs, amino acids, and volatile flavor compounds in green tea leaves

∗ Corresponding author. Tel.: +86 511 8790318 fax: +86 511 8780201.
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7]. It has been demonstrated that there is a relationship between
he green tea’s quality level and its main catechins contents. The
oncept of catechins index (CI) was offered to estimate the qual-
ty of green tea. These compounds are mainly responsible for the
haracteristic astringent and bitter taste of tea brews. Besides these
atechins, caffeine is another important factor in determining the
uality level of green tea. Caffeine is the main methyl xanthine con-
tituting the tea alkaloids. It is recognized as an important quality
actor because of its stimulative effect. In contrast to the catechins
n green tea leaves, caffeine can enhance observably tea flavor [8].

Till date, the evaluation of tea quality level is still the taster’s sen-
ory assessment in the tea industry. It is performed by some trained
asters who have developed language of their own to describe var-
ous attributes of a tea infusion, and this language is sometimes
ifficult to comprehend by consumers. Additionally, the result by
ensory evaluation is often less coherence and less impartiality
ecause of physical or physiological factors [9].

Discrimination of quality level of tea can be achieved according
o several analytical tools. Near-infrared reflectance spectroscopy
10], electronic nose [11] and electronic tongue [12] have been pro-
osed. Nevertheless, the classification of tea varieties according to

hemical composition has provided excellent results. The volatile
omponents [13], free amino acids [14] and metal content [15–18]
ave been used as chemical parameters to differentiate tea vari-
ties. Till now, the chemical compositions in green tea leaves have
ot been used for identification of tea quality level.

http://www.sciencedirect.com/science/journal/07317085
http://www.elsevier.com/locate/jpba
mailto:q.s.chen@hotmail.com
dx.doi.org/10.1016/j.jpba.2008.09.016
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Fig. 1. Chemical structure

In this work, five main catechins (EGCG, EGC, ECG, EC, and C)
nd caffeine in green tea leaves were measured simultaneously by
PLC. Their contents were used as chemical descriptors to iden-

ify the quality level of green tea. As a new chemical pattern
ecognition tool, support vector classification (SVC) was applied
o identification of green tea’s quality level in this work. SVC is
n important branch in the statistical theory of support vector
achine (SVM). SVC is incomparable to other pattern recognition

lgorithms. It is a state-of-the-art classification technique, which
as a good theoretical foundation in statistical learning theory.
VC fixes the classification decision function based on the struc-
ural risk minimization (SRM) instead of the traditional empirical
isk minimization (ERM), therefore, SVC pattern recognition avoid
ver-fitting problem [19,20].

. Materials and methods

.1. Standards and other chemicals

All standards viz. (+)-C, (−)-EC, (−)-EGC, (−)-ECG, and (−)-
GCG were purchased from the Sigma Chemical Co., USA. Caffeine
as purchased from the Alfa-Aesar Chemical Co., USA. Acetoni-

rile, methanol and acetic acid (all HPLC grade) were purchased
rom Sinopharm Chemical Reagent Co. Ltd. (Shanghai, China). Other
eagents were all analytical grade.

.2. Sample preparation and preprocessing
Four grades of green tea were investigated in this work, which
ere purchased from the local supermarket in Zhenjiang City of
hina. All tea materials were already stored in the airtight contain-
rs within four months. Taking the heterogeneity of tea samples
nto consideration, major attention was paid to the sampling stage.

2

m
K

e catechins and caffeine.

he samples were ground before analysis. For the grinding, the
hole tea leaves were put into a small electric coffee mill (Huanya,
Y-02, Beijing, China) and ground for 10 s every time. After this
rocedure, the powders were sieved with a mesh width of 500 �m
nd the sieved powders were used for the subsequent analyses.
ea grade is often depicted tea quality as a comprehensive index.
he former grade of tea often indicates higher quality of tea. In this
ork, the Grade 1 tea is the best quality, next, Grade 2, Grade 3

nd Grade 4, in turn. As we know, the grade of tea is determined by
ome skillful tea tasters according to tea total quality including tea
aste, aroma and tea appearances. In general, the internal attributes
including taste and aroma) of green tea are often the important ref-
rences in determining its total grade. Internal attributes of green
ea are often linked with many compositions in tea such as alka-
oid and catechins, which are connected with planting geographical
limate areas and the season of tea-leaf plucked.

In the experiment, 1.500 ± 0.001 g of tea powders were accu-
ately weighted as a sample and each grade group had 15 samples,
hus, 60 samples for 4 grades groups in all. Before analysis by HPLC,
sequence of sample preprocessing was implemented: each sam-
le (1.500 ± 0.001 g of tea powders) is extracted twice with 80 mL
f 70% aqueous methanol each for 30 min at a temperature of 80 ◦C.
fter cooling, the extracts are centrifuged at 3500 rpm for 10 min.
he liquid phases of both extracts are collected in a 250 mL volu-
etric flask and made up to volume by 70% aqueous methanol. The

ea brew is filtered through a 0.45 �m membrane filter, diluted 5
imes with Millipore water and analyzed immediately.
.3. Chromatographic conditions

To determine the content of catechins and caffeine, RP-HPLC
ethod was applied in the Shimadzu LC-20A series (Shimadzu Co.,

yoto, Japan). The used column was a Shim-Pack VP-ODS Rx-C18
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Table 1
Gradient elution system for the separation of the green tea catechins and caffeine
(with mobile phase A: 9% acetonitrile, 2% acetic acid with 20 �g/mL EDTA; mobile
phase B: 80% acetonitrile, 2% acetic acid with 20 �g/mL EDTA).

Time (min) 0 10 15 20 25

Mobile phase A (%) 85 85 75 75 85
Mobile phase B (%) 15 15 25 25 15

F
a

c
p
v
u
w
t
a

2

0
−

0
c
m
w
p
t
s

2

a
t
b
p
a
s
t
I
p
t
t
t
a
t
c

w
t
d
m
(
t

s

w
i
a
i
s
k
b
b

K

F
a

ig. 2. HPLC separation of catechins and caffeine: (a) chromatogram of catechins
nd caffeine as calibrations standards; (b) chromatogram of tea sample.

olumn with 4.6 mm × 250 mm (i.d. × length) and 5 �m nominal
article size. The flow rate was set at 1.0 mL/min and the injected
olume is 10 �L. The column temperature was kept at 35 ± 0.5 ◦C
sing a column oven. Gradient elution was applied in this work,
hich is shown in Table 1. Catechins separations are checked by

he SPD-20A UV-detector, which was set at 278 nm. The HPLC sep-
rations of the catechins and caffeine are shown in Fig. 2.
.4. Standards and calibration

Stock solutions of standards viz. five catechins and caffeine at
.1 g/mL were prepared in 70% aqueous methanol and stored at
20 ◦C till further use. The standard solutions were passed through

t
f
k
g

ig. 3. Non-linear separation case in the low dimension input space and linear separation
nd the positive samples, respectively.
iomedical Analysis 48 (2008) 1321–1325 1323

.45 �m membrane filter before injecting into HPLC. Standard
urves for all standards were plotted by injecting 6 kinds of standard
ixture and peak area responses were obtained. A standard graph
as prepared by plotting concentration versus area. All peaks were
lotted and integrated using software. The area and the retention
ime of the analyte peaks were compared with those of respective
tandards.

.5. Support vector classification (SVC)

As a pattern recognition, support vector classification was
ttempted in this work. SVC is an important branch of support vec-
or machine. SVM is based on statistical learning theory proposed
y Vapnik and Chervonenkis [19,20]. Here, a brief introduction is
resented, and readers can refer to the references and tutorials
bout SVM in detail [21,22]. The SVC is originated from the clas-
ification of two-class problems, in which SVC can be considered
o create a hyperplane between two sets of data for classification.
n case of 2-dimensional situation, The SVC tries to set an appro-
riate boundary so that the distance between the boundary and
he nearest data point is maximal. The boundary is then placed in
he middle of this margin. The nearest points that are used to define
he margins are known as support vectors. Once the support vectors
re selected, the rest of the feature set can be discarded, because
he support vectors contain all the necessary information for the
lassifier.

In case the linear boundary in the low dimension input space
ould not be enough to separate two classes properly, it is possible

o create a hyperplane that allows linear separation in the higher
imension feature space. In SVC, it is achieved through a transfor-
ation function ˚(x) that converts the data from a low dimension

n-dimension) input space to a high dimension (ε-dimension) fea-
ure space:

= ˚(x) (1)

here x∈Rn and s∈Rε. Fig. 3 shows the transformation from the
nput space to the feature space, in which the non-linear bound-
ry in the input space has been transformed into a linear boundary
n the feature space. The transformation into higher dimensional
pace is implemented by introducing a kernel function. In brief,
ernel function can map the data which are not linearly separa-
le in input space into a higher dimensional feature space, where
ecomes linearly separable.

(xi, xj) = ˚(xi) · ˚(xj) (2)
In SVM statistics theory, there are three classical kernel func-
ions, which are polynomial kernel function, Gaussion kernel
unction, and sigmoid kernel function, respectively. Selection of
ernel function has a high influence on the performance of SVC. In
eneral, Gaussion kernel function is the optimal choice, without

case in the high dimension feature space. Squares and circles denote the negative
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Table 2
Contents (% w/w, dry base) of catechins and caffeine in green tea samples.

Grades S.N. Parameters EGC C CAF EC EGCG ECG

Grade 1 15
Range 2.813–4.794 0.981–1.400 2.501–3.653 0.720–1.338 5.867–10.62 1.337–4.060
Mean 3.359 1.144 3.178 0.979 9.303 3.468
S.D. 0.461 0.129 0.375 0.147 1.328 0.755

Grade 2 15
Range 2.543–4.067 0.658–1.198 2.199–3.473 0.757–1.398 5.962–9.747 1.932–3.974
Mean 3.261 0.916 2.892 0.977 8.448 3.332
S.D. 0.398 0.164 0.388 0.165 0.944 0.512

Grade 3 15
Range 2.969–3.692 0.790–1.210 2.420–3.414 0.733–1.026 7.790–10.414 1.688–3.771
Mean 3.423 1.004 2.894 0.947 9.365 2.569
S.D. 0.201 0.117 0.301 0.078 0.808 0.850

G

p
f
R

K

w
R
c
o

3

1
w
w
d

b
S
c
c
d
s
t
c
m
1
s

3

t
(
b
p
R

w
f
2
o
h
c
a
o

i
t
s
i
a
t
r
a
i
a
n
r

3

b
T
J
s
w
m
d
Picking time of tea fresh leaves has a few effects on the catechins
and caffeine contents. Picking time from Grade 2 sample is close to
Grade 3 sample, thus, their catechins and caffeine contents are very
similar. These might explain the fact that misclassification often
occurs between Grade 2 group and Grade 3 group.
rade 4 15
Range 3.669–4.530 0.726–1.106
Mean 4.037 0.853
S.D. 0.292 0.126

rior experienced knowledge. The structure of Gaussion kernel
unction is the radial basic function (RBF), so it is also called
BF-kernel function. Gaussion kernel function is shown in Eq. (3).

(xi, xj) = exp

(
−
∥∥xi − xj

∥∥2

2K2

)
(3)

here K is the kernel parameter, which is the bandwidth of the
BF function. The structure of Gaussion kernel is simple and fast
omputation compared with other kernel functions. Therefore,
nly Gaussion kernel was used in this work.

. Results and discussion

In this work, 60 tea samples were attempted, and each grade has
5 samples. Six compounds contents of samples from each grade
ere measured simultaneously by HPLC as shown in Table 2. They
ere used to identify the quality level of green tea as six chemical
escriptors.

The ultimate aim of this work is to identify four grades of tea
y six chemical descriptors and supervised pattern recognition.
upervised pattern recognition refers to the techniques, in which
lassification model is developed on a training set of samples with
ategories. The model performance is evaluated by the use of a pre-
iction set. Therefore, before building an identification model, all
amples were divided into two subsets. One of subset was called
he training set which was used to build model, and another was
alled the prediction set which was used to test the robustness of
odel. The training set contained 40 samples, and each grade had

0 samples. The remaining 20 samples constituted the prediction
et, and each grade had 5 samples.

.1. SVC model and identification results

To obtain a good performance, some parameters in SVC have
o be optimized by cross-validation. These parameters include:
1) Regularization parameter (R), which determines the tradeoff
etween minimizing the training error and minimizing model com-
lexity; (2) Kernel parameter (K), which is the bandwidth of the
BF-kernel function.

In this work, the kernel parameter (K) is arranged from 0.1 to 2
ith 0.1 interval, and the regularization parameter (R) is arranged

rom 10 to 100 with 10 intervals. Thus, 20 K values (K = 0.1, 0.2, . . .,
.0) and 10 R values (R = 10, 20, . . ., 100) are optimized simultane-

usly by cross-validation. The optimal model was searched by the
ighest recognition results by cross-validation as shown in Fig. 4. It
an be found that the optimal SVC model is achieved when R = 60
nd K = 1. The recognition rate by cross-validation is 95% for the
ptimal SVC model.

F
p

2.166–2.841 0.720–1.610 8.242–9.153 1.022–2.022
2.514 0.897 8.619 1.639
0.193 0.211 0.260 0.245

Table 3 shows the confusion matrix for the recognition results
n the training and prediction sets. In the training set, the recogni-
ion results by cross-validation are obtained as follows: one Grade 2
ample is classified wrong to the Grade 3 group; one Grade 3 sample
s classified wrong to the Grade 2 group; the remaining samples are
ll classified correctly; total recognition rate is 95%. In the predic-
ion set, when the optimal SVC is used to test the new samples, the
ecognition results are obtained as follows: one Grade 2 samples
re classified wrong to the Grade 3 group and one Grade 3 sample
s classified wrong to the Grade 2 group; the remaining samples
re all classified correctly; total recognition rate is 90%. The recog-
ition results demonstrated that SVC model has high and robust
ecognition performance.

.2. Discussion of identification results

Investigated from Table 3, misclassification often occurs
etween Grade 2 group and Grade 3 group, due to their close quality.
ea fresh leaves are often picked from late March and early April to
uly every year. Green tea processed with fresh leaves picked in early
tage is regard as high quality level and its quality level declines
ith the passage of time. As we known, tea with the same category
ight share some similar sensory attributes, but there are subtle

ifferences in chemical compounds such as catechins and caffeine.
ig. 4. Identification rates in different kernel parameter (K) and regularization
arameter (R) by cross-validation.
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Table 3
Confusion matrix for the recognition results in the training and prediction set.

Subset Grades Sample numbers Recognition results Total recognition rate

Grade 1 Grade 2 Grade 3 Grade 4

Training set

Grade 1 10 10 0 0 0 95%
Grade 2 10 0 9 1 0
Grade 3 10 0 1 9 0
Grade 4 10 0 0 0 10

Prediction set

Grade 1 5 5
Grade 2 5 0
Grade 3 5 0
Grade 4 5 0

Table 4
Comparison of recognition results from SVC, BP-ANN and LDA models.

Models Recognition results of models

Training set Prediction set
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VC 95% 90%
P-ANN 90% 75%
DA 85% 80%

To highlight the good performance of the SVC algorithm, we
ttempted to compare SVC algorithm with linear discriminant anal-
sis (LDA) and back propagation artificial neural network (BP-ANN)
pproaches in this work. Table 4 shows the recognition results
btained by LDA, BP-ANN and SVC approaches in the training and
rediction set. As shown in Table 4, identification results by BP-ANN
95%) were equal to SVC (95%) approaches in the training set, and
ere better than recognition results of LDA (85%) approach. How-

ver, when predicted, the recognition result by SVC (90%) approach
as obviously better than the results by BP-ANN (75%) and LDA

80%) approaches in the prediction set. Such phenomena might be
xplained by statistical learning theory.

SVC and BP-ANN are non-linear statistical learning approaches,
hile, LDA is a linear method. In general, non-linear method is

tronger than linear method in the ability of self-learning and
elf-adjust. Therefore, identification results by BP-ANN and SVC
pproaches are better than identification results by LDA approach
n the training set. Traditional neural network approaches includ-
ng BP-ANN are based on the empirical risk minimization principle.
t suffers difficulties with producing an over-fit model. The ‘best’

odel by training often results in worse predictive result. In other
ords, the generalization of the model is worse. The foundation

f SVC embodies the structural risk minimization principle, which
as been shown to be superior to the ERM principle. SRM mini-
izes an upper bound on the expected risk, as opposed to ERM

hat minimizes the error on the training data [19–21]. Therefore,
VC shows its excellent generalization in identification results, and
t also results in the better results than BP-ANN approach in the
xperiment.

. Conclusions
HPLC was attempted to measure simultaneously five main cat-
chins and caffeine in green tea. Their contents were used as
hemical descriptors to identify the quality level of green tea. SVC
s a pattern recognition tool was applied to develop identification
odel. The overall results sufficiently demonstrate that HPLC cou-

[

[

0 0 0 90%
4 1 0
1 4 0
0 0 5

led with SVC pattern recognition can be identified tea quality level.
n contrast to BP-ANN and LDA approaches, SVC algorithm shows
ts excellent performance in identification results. It can be con-
luded that HPLC analysis with SVC pattern recognition has a high
otential to identification other agricultural product quality level.
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